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We study the impact of finite-temperature effects in numerical-relativity simulations of binary
neutron star mergers with finite-temperature microphysical equations of state and neutrino transport
in which we vary the effective nucleon masses in a controlled way. We find that, as the specific heat
is increased, the merger remnants become colder and more compact due to the reduced thermal
pressure support. Using a full Bayesian analysis, we demonstrate that this effect will be measurable
in the postmerger gravitational wave signal with next-generation observatories at signal-to-noise
ratios as low as 10, i.e., close to the detectability threshold of post-merger signals.

Introduction. The extreme conditions found in neu-
tron stars make them an ideal means for probing the
nuclear equation of state (EOS). Electromagnetic (EM)
observations of pulsars have provided valuable informa-
tion about the mass distribution of neutron stars [1, 2],
and recent results from NICER offer constraints on their
radii [3–5]. Binary neutron star (BNS) mergers give addi-
tional astronomical constraints; the gravitational waves
(GW) and EM counterpart of GW170817 contained de-
tails about the EOS via tidal deformability measurements
and ejecta characteristics [6–12].

Due to the high Fermi temperature of matter in a neu-
tron star, pulsars and BNS inspirals agree well with a
zero-temperature approximation; for BNS systems, this
approximation breaks down in the post-merger phase,
where hot spots in the outer core may exceed 100 MeV
[13]. Consequently, constraints obtained from pulsars
and BNS inspirals apply specifically to the cold EOS,
while the post-merger phase may contain information
about the finite-temperature EOS. Current GW detec-
tors have not yet observed a BNS post-merger [6, 14, 15].
Nevertheless, future detectors, like the proposed Einstein
Telescope (ET) [16] and Cosmic Explorer (CE) [17] de-
tectors, will feature improved sensitivity at the higher
frequencies necessary to see a BNS post-merger signal,
perhaps at signal-to-noise ratios (SNR) as low as 8 [18].
Additionally, sensitivity upgrades to current instruments
promise higher BNS detection counts with better sky lo-
calization [19].

State-of-the-art BNS merger simulations typically in-
corporate thermal effects via full finite-temperature
EOSs, often in the form of a table [20, 21], and real-
istic neutrino transport, such as via elaborate moment
approximations [22, 23] or Monte Carlo methods [24].
Many studies perform simulations with multiple finite-
temperature EOSs to demonstrate sensitivity (or lack

thereof, as the case may be) of BNS merger observ-
ables under different scenarios, but the different cold-
temperature behavior of each EOS makes it difficult to
attribute specific outcomes to finite-temperature behav-
ior [8, 13, 25–28]. Others do incorporate various EOS
models which differ only in finite-temperature behav-
ior, but only as a comparison between a full EOS table
with an approximate method [20, 29, 30]. Only more re-
cently has work become available which examine system-
atic changes in finite-temperature behavior while keeping
the zero-temperature EOS fixed [31]. Furthermore, none
of these studies incorporate all the relevant physics, par-
ticularly consistent neutrino transport.

In this Letter, we present a first GR neutrino-radiation
hydrodynamics study of finite-temperature effects of a
realistic nuclear EOS on BNS mergers through modifi-
cations to the specific heat capacity. Our simulations
show that an increased heat capacity results in denser,
cooler remnants. This leaves clear imprints on the GW
signal in the post-merger phase, which we show can be
recovered in a parameter estimation pipeline tuned to a
next-generation GW observatory.

Methods. We select three non-relativistic Skyrme-
type nucleonic EOSs built with the framework of Ref. [32]
which were parameterized to produce the same cold nu-
clear matter bulk properties but different specific heat
content. In the model, the specific heat is controlled by
the temperature-independent effective masses of neutrons
and protons, m∗n and m∗p, respectively, which have a sim-
ple phenomenological description [32–34]. The effective
masses depend on the nucleonic number densities, nn and
np (or, alternatively, the number density n = nn + np
and the proton fraction Yp = np/n of matter), and con-
verge toward the vacuum nucleon masses at zero density.
Furthermore, m∗n and m∗p also depend on two parame-
ters which were chosen to reproduce two yet poorly con-
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strained nuclear matter observables at saturation density
[34]: the effective mass for symmetric nuclear matter,
m∗ = m∗n ' m∗p, and the difference in the neutron and
proton effective masses for pure neutron matter, ∆m∗.

The three selected EOSs attribute different values to
m∗, m∗/mn = {0.55, 0.75, 0.95}, but predict the same
∆m∗ = 0.10 and other bulk nuclear matter proper-
ties. Further details are discussed in Section 2.2 of
Ref. [35], where the same three EOSs were used to
study GW signals from core-collapse supernovae, and
also [32, 36]. We note that, to first order, the bary-
onic contribution to the specific heat of the degenerate
nuclear matter as found in the core of a neutron star,
which dominates over the lepton contribution, is given
by cv =

(
π
3

)2/3 T
n

(
n

1/3
p m∗p + n

1/3
n m∗n

)
, see Eq. (151) of

Ref. [33]. Thus, all else being equal, increasing m∗ leads
to a larger specific heat capacity for matter in the merger
remnant to which we attribute the differences seen across
our simulations.

Using the pseudospectral code LORENE [37], we con-
struct initial data for equal-mass binary neutron star sys-
tems in quasicircular orbit with a gravitational mass of
M = 1.35 M� per star. We evolve each binary using
THC M1 [23, 38], an extension of the THC numerical rela-
tivity code [39, 40] incorporating neutrino transport via a
moment formalism [41, 42]. We perform each simulation
at two resolutions, designated as LR and SR, which cor-
respond to a grid spacing in the finest refinement level
covering both stars during the inspiral and the merger
remnant of ∆x ≈ 250 m and ∆x ≈ 180 m, respectively,
at the finest refinement level. We also run identical SR
simulations with our older M0 solver [43] to validate our
results; though the solver is less accurate and does not
properly capture effects such as neutrino trapping, these
runs support the major results of the M1 runs.

Results. Figure 1 shows slices of the x-z plane for
the m∗ = 0.55 and m∗ = 0.95 SR simulations at ap-
proximately 5 ms post-merger. Even at this relatively
early post-merger time, the density of the remnant is no-
ticeably larger in the m∗ = 0.95 model. Temperature
also appears to decrease; the outer core of the neutron
star is noticeably hotter for the m∗ = 0.55 model. Fig-
ure 2, which includes the m∗ = 0.75 SR data, illustrates
that this is a more general trend, where the middle panel
shows that the maximum rest-mass density is highest in
the m∗ = 0.95 model and lowest for m∗ = 0.55 at most
post-merger times.

The GW strain in Figure 2 demonstrates identical be-
havior in the inspiral for all three models, but the wave-
forms begin to deviate in the post-merger due to finite-
temperature effects in the EOS. The differences in mor-
phology include frequency evolution, amplitude, damp-
ing times, and modulations. This is more quantitatively
seen in the GW spectrum (see Figure 3), where the be-
havior is qualitatively similar but noticeably different; in

particular, there is a clear rightward shift in the peak
postmerger frequency, f2, as m∗ increases. Table I con-
tains f2 for both the LR and SR simulations. Though
the precision of the NR waveform is limited by finite res-
olution and step size, the shift of ∆f & 10 Hz is robust
across resolutions, which suggests it is an effect of the
EOS and not an artifact of the simulations. The M0
SR simulation demonstrates a similar trend, though the
m∗ = 0.75 run is much closer to the m∗ = 0.95 model
than either of the M1 cases. This provides an important
sanity check of our results, but we stress that it is only
qualitative; the M1 results must be used for quantitative
analysis of post-merger effects, as a self-consistent ap-
proach which accounts for neutrino trapping noticeably
changes the remnant’s evolution [38].

To detect these thermal effects in the postmerger via
next-generation GW detectors and possibly constrain the
m∗ nuclear parameter, we perform full Bayesian inference
on the postmerger GW signals. To compute injections,
we extract the postmerger waveforms from the SR sim-
ulations by applying a Tukey window to suppress the
inspiral and spline interpolate the GW waveforms to a
sampling rate of 16384 Hz. We further zero pad the sig-
nals to a segment of 1 s. For brevity, we consider here
only noise-less injections. For parameter estimation, we
employ the publicly available code bajes [44] and use the
UltraNest [45] sampler available as part of the bajes
pipeline. We recover the injections by using the post-
merger model NRPMw from [18] and compute posteriors
on its parameters. We inject all signals at a luminos-
ity distance corresponding to an SNR of 10, assuming
the power spectral density of ET-D [46] to simulate the
detector response. The priors are set in accordance to
[47], section-IIB. In Figure 3, we show the reconstructed
waveforms from NRPMw evaluated on the parameter space
of the recovered posterior samples. We list the recovered
SNRs and f2 values in Table I. At SNR = 10, the injected
spectrum’s f2 frequencies sit well within the 90% credible
intervals of the distribution of reconstructed waveform’s
f2 frequencies. Furthermore, these intervals touch but do
not overlap, indicating that we can distinguish all three
waveforms at SNR = 10 with 90% confidence.

Discussion. We have shown that m∗ significantly in-
fluences the GW signals in BNS mergers, and we have
analyzed this effect in detail for f2. The relationship be-
tween m∗ and f2 is easily explained in terms of the spe-
cific heat. Increasing the specific heat appears to soften
the equation of state; because it requires more energy
to increase the temperature, there is less thermal pres-
sure available to support the star, thus producing a more
rapidly rotating and compact remnant with lower tem-
peratures.

The EOSs we use have a simple relationship between
m∗ and the specific heat capacity which may not be rep-
resentative of the true nuclear EOS. Nevertheless, this
study serves as a proof of concept demonstrating that fu-
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FIG. 1. Temperature and rest-mass density slices in the x-z plane of the m∗ = 0.55 and m∗ = 0.95 SR simulations
at approximately 5 ms post-merger. Contour lines correspond to rest-mass densities ρ = {1010, 1011, 1012, 1013, 1014, 5 ×
1014} g cm−3. For visual clarity, the m∗ = 0.75 model is not shown.
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FIG. 2. The gravitational wave strain of the ` = 2, m = 2
mode (top) and the maximum rest-mass density of the SR
simulations (bottom).

TABLE I. Peak post-merger frequencies (f2) of the grav-
itational wave spectrum for each simulation. LR and SR
indicate the low-resolution and high-resolution simulations,
respectively, and M0 indicates the model run with the M0
solver. The column labeled NRPMw indicates the f2 of the
NRPMw model. For reference, the recovered matched-filter SNR
values are also listed; each model was injected at SNR = 10.
For consistency, all peaks are measured after suppressing the
inspiral with a Tukey window function. We also provide the
mismatch, M (see Ref. [48, 49]), between the fSR

2 runs, with
one column measured againstm∗ = 0.75 and the other against
m∗ = 0.95.

m∗ fLR
2 fSR,M0

2 fSR
2 MSR

0.75 MSR
0.95 fNRPMw

2 SNRmf

(mn) (kHz) (kHz) (kHz) (kHz)
0.55 2.862 2.864 2.835 0.04 0.09 2.884+0.0

−0.1 8.98+1.14
−1.73

0.75 2.908 2.966 2.908 N/A 0.08 2.884+0.1
−0.0 8.77+1.07

−1.57

0.95 2.921 2.974 3.080 0.08 N/A 3.084+0.0
−0.1 8.86+1.26

−1.54

ture detectors like ET and CE can use f2 to constrain the
finite-temperature EOS. We also reiterate that this effect
only affects the finite-temperature evolution, so it will not
be observable until next-generation detectors sensitive to
the post-merger phase come online.

We do acknowledge some limitations in our work; most
notably, the length of the m∗ = 0.95 M1 simulations is
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much shorter than both the m∗ = 0.55 and m∗ = 0.75
runs due to a limitation in the M1 neutrino solver which
introduced unphysical effects past 5 ms post-merger.
This short length may explain why fm

∗=0.95
2 increases

between the LR and SR runs while both fm
∗=0.55

2 and
fm

∗=0.75
2 instead decrease, as a shorter signal will intro-

duce a extra spread of frequencies to the power spectrum
and possibly shift the peak.

We may consider several avenues for future work.
Longer simulations would allow us to investigate the
ejecta and consider possible effects on EM counterparts.
Additionally, Zappa et al. [38] indicate that resolution
has a prominent influence on post-merger evolution, in-
cluding collapse time and disk formation, suggesting the
need for higher resolution runs. To investigate our hy-
pothesis that this study’s results are more general, future
simulations could also explore other EOS models with
tunable finite-temperature behavior.
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